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SUMIT BASU

TITLE
:Background learning and letter detection using texture with PCA

OBJECTIVE  : 

We tried to use background learning to facilitate the letter recognition process by reducing the total area to be scanned for detecting letters. For any given document image that contains letters, we tried to exclude the background from further processing and concentrate of the foreground regions containing letters. We used textures detection using PCA to identify the regions containing letters.

PROGRAM DESCRIPTION:
  

We developed MATLAB programs to achieve the same. The programs are in the programs folder. We have several versions of the same program to run for different cluster size. [3, 6, 10, 15, 24, 30] 

Parameters to be set:

Imblk

:Size of sub-images [ex. for 16x16 sub images specify 16]

Inputpic
:Input image

IsAllPCs
:Whether to use all Principal Components to reconstruct image before clustering; values 1 for All Principal Components, 2 for First NoPC Principal Components

NoPC
:Principal Components to consider by default all image count, 

If IsAllPCs = 1, can be ignored


    In order to run program please specify these parameters and run the program.

The programs do the following:
· Convert the image into a gray image.

· Divide the image into sub images and normalize each sub image independent of each other by subtracting the mean of the sub image from each pixel.

· Use the sub-images to compute the principal components using PCA.

· Use first few principal components to obtain a projection matrix to project each sub image to an n-dimensional vector that constitutes its texture representation. 

· We use k-means clustering on the obtained n-vectors to obtain the most compact cluster.

· We find the cluster with the maximum size. The n-vector corresponding to this identifies the background.

· Add the means of each sub image back before mapping them to the main image.

· We map back each of the sub images to the original image. In place of the background sub images we map back the maximum pixel value [corresponding to white] and thus we exclude the background.

· We repeat this for different sub image size, different number of Principal Components and for different cluster sizes.
RESULTS:

· We used these MATLAB programs for background learning on several images. 5 of the images along with the different derived images at different stages of processing are in the Images folder.

· The convention used in naming the derived images are as follows:

· Gray image:
Original Image Name + “gray” + “.jpg”

· Image after PCA: Original Image Name + “gray” + “sub” + size of sub-image + “pc” + No. of Principal components used +  “.jpg”

· If all the Principal Components are used then we name the derived image as: Original Image Name + “gray” + “sub” + size of sub-image + “full.jpg”

· Image after clustering: After clustering using clusters of different sizes, we name the derived images as follows:

Original Image Name + “gray” + “sub” + size of sub-image + “full” + cluster size + “cls.jpg”


ANALYSIS & CONCLUSION:

· For each of the images we used different sub-image sizes, different number of Principal Components as well as different cluster sizes to analyze how much background learning we achieved. 

· Finally once we are satisfied with a cluster size, we replace the sub-images corresponding to the cluster with maximum sub-images, with white sub-images, thus removing the background of the image.

· We tried with sub-images of different sizes: 8, 16, 32, 64 etc. Smaller sub image sizes generally performed better.

· PCA seemed to be pretty successful in identifying the text blocks in the images. In most of the images we used, we got a pretty good success rate using the sub-images as the training set.

· The cluster corresponding to the maximum number of sub-images was the background in all cases.

· Following table shows the optimal sub image size, PCs & clusters we found:

	Image
	Subimage size
	Number Of sub images
	Principal Components
	Cluster size

	Image 1
	16
	792
	15
	15

	Image 2
	32
	135
	80
	30

	Image 3
	32
	104
	50
	30

	Image 4
	16
	209
	100
	3

	Image 5
	16
	1536
	75
	30


· More number of clusters doesn’t necessarily produces more text. Some text, which was visible with less number of clusters, wasn’t visible with more. However, more number of clusters reduced removed background. There seems to be a trade off and an optimal cluster size specific to each image.

· Removing the background by replacing the cluster corresponding to the maximum number of sub-images seems to be a pretty good method of reducing space to be scanned by OCR. The number of clusters to be used is very much image dependent. The image produced by the PCA gives some idea.

· In all our images PCA followed by clustering was successful in removing some background space. It also seems to do a pretty good work of image detection. 

· We conclude that this method works and could be used as a tool to reduce space to be scanned by OCR.

