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Abstract

In this paper, we present a new quality of service (QoS) routing protocol for mobile ad hoc networks (MANETs).

Most of the existing routing protocols assume homogeneous nodes in MANETs, i.e., all nodes have the same com-

munication capabilities and characteristics. However, in many ad hoc networks, nodes are not the same. Some nodes

have longer transmission range, larger transmission bandwidth, and are more reliable and robust than other nodes. We

take advantage of the non-homogeneous property to design more efficient QoS routing protocol. And node location

information is used to aid routing. We also develop a new algorithm to calculate end-to-end bandwidth for a given

path. Our QoS routing protocol contains end-to-end bandwidth calculation and bandwidth reservation. QoS route is

discovered and setup only when it is needed. Extensive simulation studies demonstrate the good performance of the

QoS routing protocol.

� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Mobile ad hoc networks form a class of dy-

namic multi-hop network consisting of a set of

mobile nodes that intercommunicate on shared

wireless channels. While the infrastructured cellu-

lar system is a traditional model for a mobile

wireless network, MANETs are self-organizing
and self-configuring multi-hop wireless networks,

where the network structure changes dynamically

due to node mobility.
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QoS routing is important for a mobile network

to interconnect wired networks with QoS support

(e.g., Internet). The QoS routing protocol is also

needed in a stand-alone multi-hop mobile network

for real-time applications (like voice, video, etc.).

QoS routing requires not only to find a route

from a source to a destination, but a route that

satisfies the end to end QoS requirement, often
given in terms of bandwidth or delay. QoS routing

in wired networks has been well studied. A novel

and interesting direction in network QoS research

is the cognitive packet networks (CPN) [4–6,11,19],

proposed by Gelenbe. They proposed ‘‘smart

packets’’, which use a reinforcement learning

algorithm (based on random neural network) to

achieve intelligent peer-to-peer routing, and thus
ed.
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provide effective QoS routing. In [20,21], a concept

called self-awareness is introduced, which is the

ability of a network to observe its own behavior

using internal probing and measurement mecha-

nisms. Self-awareness can effectively improve QoS

performance [21]. Gelenbe also proposed QoS
routing with genetic algorithms [8], using loss and

delay as QoS goal [12], etc. Deploying artificial

intelligence techniques in network QoS research is

an interesting and promising research topic. Other

interesting research in wired network QoS include

distributed routing [25,26], where the path is com-

puted by a distributed computation during which

control messages are exchanged among the nodes,
and the state information kept at each node is

collectively used in order to find a path. In [22], Xue

proposed an efficient approximation algorithm for

minimum-cost QoS multicast routing problems

and an efficient heuristic algorithm for unicast

routing problems in communication networks.

Quality of service is more difficult to guarantee

in ad hoc networks than in most other type of
networks, because the network topology changes

as the nodes move and network state information

is generally imprecise. This requires extensive col-

laboration between the nodes, both to establish the

route and to secure the resources necessary to

provide the QoS. In recent years, however, QoS in

ad hoc networks as a research topic has started to

receive attention from a growing number of
researchers [1–3,23,24,27,29,30], and major ad-

vances are expected in the next few years.

QoS needs a set of service requirements to be

met by the network while transporting a packet

stream from source to destination. The ability to

provide QoS is heavily dependent on how well the

resources are managed at the MAC layer. Among

the QoS routing protocols proposed so far, some
use generic QoS measures and are not tuned to a

particular MAC layer [8,13]. Some use CDMA to

eliminate the interference between different trans-

missions [2,3,14,15]. Different MAC layers have

different requirements for successful transmissions,

and a QoS routing protocol developed for one type

of MAC layer does not generalize to others easily.

In this paper, we develop a QoS routing protocol
for ad hoc networks using TDMA. The goal is to

establish bandwidth guaranteed QoS routes in
MANETs. The protocol is an on-demand routing

protocol, and builds QoS routes only as needed. A

flow specifies its QoS requirement as the number

of transmission time slots it needs from a source to

a destination. For each flow, the QoS routing

protocol will find both the route and the trans-
mission time slots for each node on the route.

In MANETs, the QoS issues include delay,

delay jitter, bandwidth, probability of packet loss,

and so on. In this paper, we mainly concern about

bandwidth. The main contributions of this paper

are: (1) We develop a new algorithm that can

compute the maximum available bandwidth for a

given path. (2) We propose a new QoS routing
protocol that calculates bandwidth and reserves

slots for MANET. This is the first QoS routing

protocol (to our best knowledge) that exploits

multi-class nodes with different communication

capabilities. (3) We prove that the probability of

having one backbone node in each grid is large by

VC dimension theorem. The rest of the paper is

organized as follows. In Section 2, we review the
related work on routing protocols considering

non-homogeneous nodes in MANETs, and rout-

ing with location information. In Section 3, we

present a new algorithm that calculates the avail-

able maximum bandwidth in a given path. We

describe our QoS routing protocol in Section 4 and

a routing example is also given. In Section 5, we

discuss the simulation experiments performed with
the QoS routing protocol and we compared the

performance with best effort AODV routing pro-

tocol. In Section 6, we prove that the probability

of having a backbone node in each grid is very

large. And we conclude the paper in Section 7.
2. Related works

Usually nodes in MANETs are considered

homogeneous, i.e., all nodes are the same. They

have the same transmission range, the same

bandwidth, the same reliability and security. But

in many real mobile ad hoc networks, nodes have

different communication capabilities. For example,

in a battlefield network, there are solders carrying
portable wireless devices, and there are vehicles

and tanks carrying more powerful and reliable
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communication devices. They have different com-

munication characteristics in terms of transmission

power, bandwidth, processing capability, etc. So it

would be more realistic to model these network

elements as different type of nodes. Also there are

several advantages that can be exploited to design
better QoS routing protocol when nodes in MA-

NETs are modeled as different type of nodes.

There are some previous works considered non-

homogeneous MANETs. In [7], Xu presents a

routing algorithm with mobile backbones. They

propose to build a physically hierarchical ad hoc

network to achieve good scalability. They consider

non-homogeneous ad hoc network, e.g., nodes
have different radio capabilities. A hierarchical

large-scale ad hoc network is built using different

types of radio capabilities at different layers. In such

a structure, nodes are first dynamically grouped

into multi-hop clusters. Each group elects a cluster-

head to be a backbone node (BN). Then higher-

level links are established to connect the BNs into a

backbone network. The backbone network helps
routing and achieves good performance. However,

it is a best effort routing algorithm, which does not

provide QoS routing. Also the deployment of

backbone nodes is different between our QoS

routing protocol and the routing algorithm in [7].

Ye considered non-homogeneous MANETs in

[9]. The authors suggest to using reliable nodes (in

terms of both being robust to failure and being
secure) in the network for efficient operations. The

main contribution of [9] is to provide a deployment

strategy that determines the positions and the tra-

jectories of these reliable nodes such that a frame-

work for reliably routing information is achieved.

Also, [9] only considers best-effort routing.

Our QoS routing protocol takes advantage of

the different communication capabilities of heter-
ogeneous nodes in many ad hoc networks. Some

physically more powerful nodes are chose as

backbone nodes for routing. The idea of using

backbone in routing has appeared in several pre-

vious works. The CEDAR [13] algorithm estab-

lishes and maintains a routing infrastructure called

core in ad hoc networks. And routing is based on

the core. There are several differences between
CEDAR and our QoS routing protocol. We list

some of the differences in the following: (1) CE-
DAR considers homogeneous nodes, while B-QoS

considers heterogeneous nodes. The heterogeneous

node model is more realistic and provides efficient

routing. (2) In CEDAR, some complex algorithm

is used to generate and maintain the core nodes,

and the algorithm introduces large overhead, since
every node needs to broadcast messages to its

neighbors periodically. While in our QoS routing,

the election of backbone nodes is very simple, the

first backbone-capable (more powerful) node that

sends out claim message becomes the backbone

node. (3) In addition, CEDAR needs to broadcast

route probe packet to discover the location of a

destination node. While in our QoS routing, global
positioning system (GPS) is used to provide node

location information, and an efficient algorithm is

used to disseminate node location information.

In the new QoS routing protocol, node location

information is used to simplify the routing strat-

egy. The advances in the development of global

positioning system (GPS) nowadays make it pos-

sible to provide location information with a pre-
cision within a few meters. Location information

can be used for directional routing in distributed

ad hoc systems. Research has shown that geo-

graphical location information can improve rout-

ing performance in ad hoc networks. Additional

care must be taken into account in a mobile

environment, because locations may not be accu-

rate by the time the information is used.
Routing with assistance from geographic loca-

tion information requires each node to be equip-

ped with the GPS. This requirement is quite

realistic today since such devices are inexpensive

and can provide reasonable precision. Several

routing algorithms based on location information

have been proposed. The well-known location

based routing algorithms are location-aided rout-
ing (LAR) protocol [10], geographic addressing

and routing [18], distance routing effect algorithm

for mobility (DREAM) [16] and greedy perimeter

stateless routing (GPSR) [14].
3. The path bandwidth calculation algorithm

In TDMA, to provide a bandwidth of B slots on

a given path P , it is necessary that every node
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along the path finds at least B slots to transmit to

its downstream neighbor, and these slots do not

interfere with other transmissions. Because of

these constraints, the end-to-end bandwidth on the

path is not simply the bandwidth on the bottleneck

link. The path bandwidth calculation problem can
be formulated as follows:

In a network G ¼ ðN ; LÞ, where N is the finite

set of nodes and L is the set of bi-directional links.

Given the current transmission schedule fTig at

each node i, for a given path P ¼ fnS ! nS�1 !
� � � ! n1 ! n0g, where nS is the source and n0 is the
destination, and ðni; ni�1Þ 2 L. Need to find the set

fT P
i g, for all nodes from nS to n1, where

Ti \ T P
i ¼ 0, and the set fTi [ T P

i g still satisfy the

conflict-free property, and the end-to-end band-

width on P is maximized. The set fT P
i g is the set of

slots when node ni along P transmits to the

downstream node ni�1. The objective is to find the

set of new transmission slots fT P
i g for each node

along P so that these transmissions are conflict-

free, and the path bandwidth is maximized.
To resolve slot scheduling at the same time as

available bandwidth is searched on the entire path

is equivalent to solve the satisfiability problem

(SAT) which is known to be NP-complete [28]. We

assume the number of hops in path P is not very

large. And this is true for many ad hoc networks,

especially for the heterogeneous ad hoc networks

considered in this paper. Based on the above
assumption, we present a new algorithm that

computes the optimal solution for the bandwidth

calculation problem, i.e., it gives the maximum

bandwidth in P , and the sets of transmission

slots––fT P
i g for each node ni, given the current

transmission schedule fTig at each node i.
Each node ni computes the maximum band-

width from source nS to ni. The current available
transmission slots at each node ni is denoted as

ASi. The required bandwidth is B0. The algorithm

is given below.

3.1. The bandwidth calculation algorithm

At node nk,
If the number of available slots at node nk––
jASkj is less than the required bandwidth B0,

then stop. The QoS cannot be satisfied.
Update the upper bound of the maximum band-

width UB ¼ minfUB; jASkjg.
Initially set the bandwidth B as UB, then reduce

1 each loop.

For all the B-slot set T B
S at node nS ,

For all the B-slot set T B
S�1 at node nS�1,

. . . . . . ;
For all the B-slot set T B

k at node nk,
Select a set T B

k with B-slots from node k
that is conflict free with the slot sets of

the two upstream neighbors T B
kþ1 and

T B
kþ2.

If there is no such slot set available in
node k, back to the outer loop, and

change the B-slot set T B
kþ1 in node k þ 1.

If all the B-slot sets in T B
kþ1 have been

tried and none work out, change the B-
slot set T B

kþ2 in node k þ 2. And so on.

If all the B-slot sets in node nS have been
tried, and none work out, then reduce B
to B� 1, and start over. Whenever B is
less than the required bandwidth B0, the

computation stops. And the required

QoS cannot be met.

If a serial of B-slot sets fT B
k g are found, then B is

the maximum bandwidth in path P . And the slot

sets fT B
k g are the transmission slots for the nodes

along P . The slot sets fT B
k g are conflict free, be-

cause during the calculation, we make sure every

set T B
k is conflict free with the two upstream sets

T B
kþ1 and T B

kþ2.

Basically, the above algorithm tries all the

combinations of B-slot sets from different nodes,

and check if there is one combination that satisfies

the conflict free requirement. To make the com-

putation more efficient, an upper bound of the slot
number is maintained. The upper bound is the

minimum of the available slots from the source

node to current node. Also, if the slot number is

less than the required bandwidth, the computation

is stopped. When the number of hops in the path is

not very large, the computation load of the above

algorithm is no heavy.

Table 1 shows an example of using the band-
width computation algorithm to calculate the

maximum available bandwidth in a path. The

second row is the available transmission slots at



Table 1

Bandwidth calculation for a given path

Node 4 3 2 1 0

Slots 1, 5 2, 3, 4, 6 1, 2, 3, 5, 6 2, 6 1, 3, 4

1, 5 2, 3 6

1, 5 2, 4 3, 6

1, 5 2, 6 3

1, 5 3, 4 2, 6

1, 5 3, 6 2

1, 5 4, 6 2, 3

1 2 3 6 1

X. Du / Ad Hoc Networks 2 (2004) 241–254 245
each node. In order to make the transmission
conflict free, the transmission slot at node k cannot
be the same as the slots at the two nearby up-

stream node k þ 1 and k þ 2. The (red) spot means

that the slot allocation is stopped because no en-

ough conflict-free slots available.

After seven times unsuccessfully tries, a feasible

slot allocation is found. And the available band-

width in the path is obtained. In this example, it is
1. As the example shows, it does not require much

computation to get a conflict free slot sets for the

nodes along a given path.
Fig. 1. The relationship between a and R.
4. Utilizing backbone nodes in QoS routing protocol

Most existing routing protocols for ad hoc
networks consider homogeneous nodes, i.e., all

nodes are the same. They have the same trans-

mission range, the same bandwidth, etc. But in

many real mobile ad hoc networks, quite often

nodes have different communication capabilities.

So it would be more realistic to model these net-

work nodes as different type of nodes. Also there

are advantages in terms of better routing perfor-
mance when nodes in MANET are modeled as

different type of nodes.

This proposition is realistic in the sense that in

typical ad hoc deployments one can envision the

presence of multiple types of nodes. For simplicity,

we only consider there are two types of nodes in

the network. One type of the nodes has longer

transmission range, larger bandwidth and is more
reliable. We refer to these powerful nodes as
Backbone-Capable nodes, in short as BC-nodes.

BC-nodes can be elected as Backbone nodes, in

short as B-nodes. Other nodes are referred to as

general nodes.

Some of the advantages of deploying B-nodes
are

1. Provide more reliability and fault tolerance,

since B-nodes are more reliable.

2. B-nodes have larger bandwidth than general

nodes. Routing traffic via B-nodes has larger

chance to meet the QoS requirement.

Among all the nodes in the network, there are
some backbone nodes (B-nodes) with large trans-

mission range R and large bandwidth. These B-
nodes serve as the backbone for the QoS routing in

the mobile ad hoc networks. And other nodes are

general nodes with transmission range r. Usually

transmission range R of B-node is much larger

than that of general node r. We consider the

routing area to be divided into several small, equal
squares––refer to as grids.

The side length of a grid is set as a ¼ R=2
ffiffiffi
2

p
.

The relationship of a and R is shown in Fig. 1,

where it is the worst case (longest distance) of two

neighbors. There is a B-node in each grid whenever

it is possible. So each B-node can communicate

with B-nodes in neighbor grids, including the

diagonal one. The QoS routing protocol is given in
the follows.

4.1. The QoS routing protocol

• Each B-node can reach nearby B-nodes. If a B-
node i find there is no B-node in the nearby grid

(e.g., after i forwards a packet to the nearby

grid, i does not hear any transmission from a
B-node for a certain time) i will initiate a B-node
election process for the nearby grid. The B-node
election process is described in the sequel.

• There is no routing table maintained among

B-nodes and general nodes. The QoS route is
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Fig. 2. The detour path with larger bandwidth.
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discovered on demand. When a B-node moves

out of a grid, it initiates aB-node election process
in this grid. And a new B-node will be elected.

• When a source node S wants to setup a QoS

route for a flow to a destination D, assume S
knows the location of D.

• We first consider the case where source S is a B-
node. And we will consider the case where

source S is not a B-node later. If S is a B-node,
it will find out the grid gD that node D belongs

to based on the location information of D. As-

sume the B-node in grid gD is C. And the rectan-

gle including node S and D is called the flooding
zone. The flooding zone is illustrated in Fig. 3

as the black rectangle. The rectangle can also

include the circle that centers at node D with ra-

dius being the expected moving distance, like

the LAR routing protocol in [10]. A general

assumption is that nodes in MANETs do not

move very fast. And usually the circle is within

the transmission range of the B-node C.
• Node S floods the route request (RR) packets to

all the B-nodes in the flooding zone, i.e., node S
uses limited flooding to find out the QoS sup-

ported route. Each flooding has a unique Flood-

ing_ID. When forwarding the RR packet, each

B-node adds its available transmission slots Ti
to RR packet. And when a B-node receives the

RR packet, it uses the available transmission slot
set fTig at all upstream nodes and the bandwidth

calculation algorithm to compute the maximum

bandwidth up to its location. If the maximum

bandwidth is less than the required bandwidth,

the RR packet is dropped. Otherwise, the B-node
forwards the RR packet to its neighbor B-nodes.
When a B-node receives the RR packet with the

same Flooding_ID, it simple discards the RR
packet. This is to reduce the flooding overhead.

Although there is such possibility that a detour

path may have large bandwidth than a direct

link. Although there is such possibility that a de-

tour path may have large bandwidth than a di-

rect link, e.g., like the case in Fig. 2. The direct

link on the top only has two slots, while the de-

tour path below has three slots.
• When the RR packet arrives at B-node C, C also

computes the maximum bandwidth from S to C.
If the required bandwidth is satisfied, B-node C
broadcasts a probe packet to all nodes in the

nearby grids. Since node C is a B-node with large

transmission range, the broadcast can reach

nodes in all nearby grids. If node D is still within

the nearby grids, then D will receive the probe

and send an Ack (acknowledge) packet back to

node C. The Ack packet finds a route to C via
limited-hop flooding. Since we assume nodes in

MANETs do not move very fast, most of the

time, nodeD is still within the transmission range

of the B-node C. Then C will send a route reply

(RP) packet along the route back to the source

node S. And all the intermediate nodes reserve

the slots Ti for the path P . When the RP packet

arrives at the source node S, the QoS path is set-
up and the bandwidth is reserved. If node C re-

ceives multiple RR packets from the same

source node S (with the same Flooding_ID),

node C will reply to 2 or 3 of them, and discard

the rest of them. This is to setup 1 or 2 backup

QoS routes in addition to the primary route. In

case when primary route is broken because of

node moving, the backup route is used.
• If B-node C does not receive an Ack from D

within a certain waiting time, it means that D
has move out of C’s nearby grids, and C will for-

ward the RR packet to all its neighbor B-nodes.
And the neighbor B-nodes will compute the

maximum bandwidth from source node S to

them. If the required bandwidth is satisfied, then

these B-nodes will broadcast the probe packet to
the nearby grids. When node D receives the

probe, it sends an Ack packet to its nearby B-
node by limited-hop flooding. Then the nearby

B-node sends out a RP packet back to source

node S. If D is still not found by neighbor B-
nodes of C, those B-nodes will send the packet

to their neighbor B-nodes, and so on. But this

is not likely to happen. Because usually a node
in mobile ad hoc networks does not move very

fast, so node D should not be far away from C.
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• If S is not a B-node, then S will first find out a

route to the nearby B-node with enough band-

width. Node S sends out the route request

(RR) packet by flooding to all the nodes in its

grid. Only nodes in the same grid will process
and forward the RR packet. This is to limit the

routing overhead from flooding. When nodes re-

ceive the RR packet, they will calculate their

available bandwidth and compare with the re-

quired bandwidth. If QoS is satisfied, the RR

packet is forwarded to their neighbors. Other-

wise, the RR packet is dropped. When the B-
node in this grid receives the first RR packet, it
will forward the RR packet to other B-nodes if
it has enough bandwidth. Since B-nodes have

much larger bandwidth than general nodes, most

of the time the B-node will have enough band-

width. In case the B-node does not have enough
bandwidth, the B-node will notice the source

node to flood the RR packet to nodes in neigh-

bor grids and find out a nearby B-node with en-
ough bandwidth. And the rest is the same as

above.

In the above QoS routing protocol, node loca-

tion information is used in several places to aid

routing. The location information is used to

determine which B-node is the nearest one to the

destination. One B-node is maintained in each grid
based on node location information. Otherwise,

some grids will have more than one B-node and

some grids will have no B-nodes at all. Whether a

B-node is in the flooding zone is based on the node

location information.

An important idea in the above QoS routing

protocol is to let most of the transmission based on

B-nodes. Because B-nodes have large bandwidth, it
increases the chance to find the route that satisfies

the QoS requirement. Also the number of hops in

the route is greatly reduced because of the long

transmission range of B-nodes.
4.2. More protocol details

4.2.1. Route maintenance

Node mobility can cause established QoS route

broken. Route maintenance is very important for
QoS routing in MANETs. Since the bandwidth

QoS routing involves the non-trivial computation

of path bandwidth, we propose a simple route

maintenance method. Moving away (or failure) of

any node in the route can cause the route broken,

and the broken route is detected by the upstream
node (closer to source), e.g., assume the upstream

node k þ 1 sends a packet to node k. Node k þ 1

will assume the route is broken if it does not hear

any transmission from the node k for a certain

time. If the existing QoS route is broken because a

node moves away or dies out, the upstream node

in the route will send a route_broken packet to

source, and source will start a new route discovery
process and try to find a new QoS route.
4.2.2. Election of B-node
Initially, one B-node is set in each grid. Since B-

nodes also move around, we need an election

algorithm for new B-node. When a B-node leaves

its current grid, or for any other reason (e.g.,

current B-node failed) there is no B-node in a grid,
a B-node election process is initialed. Assume there

are more BC-nodes than the number of grids in the

network. The election process works as following.

When a node discovers there is no B-node in the

grid, it floods the election message to all the nodes

in the grid. When a BC-node T receives the elec-

tion message, it sends out a claim message that

claims it will becomes the B-nodes to all the BC-
nodes in the grid. Other BC-nodes will not send

out claim message if it receives one claim message.

And a new B-node is elected.

When the B-node is moving near the border of

the grid, it may move back to the grid after shortly

move out of the grid. To reduce the overhead of

frequent elections, we can set a safe distance for

the B-node to start the election process. For
example, only when the current B-node is more

than a=5 away from the grid border, it will send

out an election message.
4.2.3. A routing example

Next, we will give a routing example by using

the QoS routing algorithm in Fig. 3. Assume node

S wants to send a packet to node D. And node S
knows node D’s current location.



Fig. 3. The QoS routing example.
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1. Node S sends out the route request (RR) packet

by flooding to all the nodes in its grid. A B-node
1 is within the transmission range of node S and

has enough bandwidth.
2. Then B-node 1 forwards the RR packet to

neighbor B-nodes 2, 5 and 6. Each B-node cal-

culates the available bandwidth and compares

it with the required bandwidth. In the example,

nodes 5 and 6 do not have enough bandwidth to

meet the QoS requirement, so they drop the RR

packet. Node 2 has enough bandwidth, so it

adds its available slots to RR packet and for-
wards it to the neighbor B-nodes. Node 7 does

not have enough bandwidth, but node 3 does.

And this process continues, until the RR packet

reaches node 12.

3. Node 12 has enough bandwidth and it finds out

the destination node D is in its grid. So node 12

sends a route reply (RP) packet back to node 1

along the reverse path. Then node 1 sends the
RP packet to node S. And all the intermediate

nodes reserve the slots for the QoS flow. The

QoS path s ! 1 ! 2 ! 3 ! 8 ! 12 ! D is

successfully setup.

For simplicity, only B-nodes, source and desti-

nation are plot in Fig. 3. As we can see from the

routing example, most of the transmissions are
based on B-nodes. And this provides efficient and

effective QoS routing.

4.2.4. Routing overhead

Also we can see from the above routing exam-

ple, the routing overhead is much smaller than
traditional on demand routing. It only involves a

small area of flooding in the grid of the source

node D, plus the flooding among the B-nodes. B-
nodes are only a small fraction of the total nodes,

so the overhead from B-node flooding is not large.
5. Simulations and test results

The QoS routing protocol is implemented in

QualNet, a scalable packet-level simulator with an

accurate radio model. TDMA is used as the MAC

protocol. The transmission rate of the general

node and the B-node are 1 and 5 Mbps respec-

tively. There are 40 slots in a TDMA frame. The

simulation test-bed that we used consists of 30
general nodes and nine B-nodes uniformly dis-

tributed at random in an area of 1000 m · 1000 m.

The radio transmission ranges of the general node

and the B-node are 100 and 400 m respectively.

Each simulation was run for 600 simulated sec-

onds. The mobility in the environment was simu-

lated using a random-waypoint mobility model,

wherein each node randomly chooses a point in
the field and moves towards it at a randomly

chosen velocity. The node then pauses for a spec-

ified period at the destination before continuing

the same pattern of motion. In our simulations,

the pause time was set to 0 s, which corresponds to

constant motion. We control the node mobility by

varying the maximum node velocities. The maxi-

mum velocities range from 0 to 30 m/s.
The data traffic is generated with CBR sources,

where the source and the destination are chosen

before the simulation. We ran each simulation 20

times to get an average result for each simulation

configuration.

We conduct two kinds of simulation tests. First,

we compare the performance of three types of QoS

traffics at different node mobility. The three types
of QoS traffics are QoS-1, QoS-2 and QoS-4,

which need one, two and four data slots in each
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frame, respectively. Second, we compare our QoS

routing protocol with best effort AODV routing

protocol. The details are given in the following.

5.1. Performance comparison of three QoS traffics

In the simulation, we study how the mobility

affects the system performance. In the first exper-

iment, we consider the effect of variable mobility

on the rerouting due to a broken path. If any link

on the path is broken because nodes move away,

the QoS path needs to be rerouted. Fig. 4 presents

the simulation result.

In the simulation, we vary the maximum node
speed from 5 to 30 m/s. And we observe that the

percentage of rerouted traffic increases as the

mobility increases for all three types of QoS traf-

fics. This is because high node mobility causes path

to be broken more frequently. However, the re-

routing percentage is not very high even when the

maximum node speed is 30 m/s, where the rero-

uting percentage is about 25%. This is because
most links in the QoS path are links between B-
nodes. And B-nodes have large transmission

range. So even nodes move fast, for most of the

time, B-nodes are still within the transmission

range of the neighbor B-nodes, and hence the links

are still good.

Also we observe that the rerouting percentage is

independent of the QoS type. Even though a path
Fig. 4. The rerouting percentage vs. node mobility.
for a QoS-1 request is easier to setup than a path

for a QoS-4 request, once they are setup, the effects

of node mobility to the path broken are the same

for the two cases, i.e., we measure the fraction of

connections that have already setup a QoS path

and need to be rerouted during their active peri-
ods.

The second experiment is to measure the aver-

age throughput at different node mobility. As we

can see from Fig. 5, the average throughput de-

creases as the node speed increases. High mobility

causes more link broken and frequent rerouting,

and thus causes more packet loss and larger end-

to-end transmission delay. The high QoS connec-
tion (e.g., QoS-4) has higher throughput on

average because of the high data rate (more data

slots). Again, since most of the links in the QoS

path are links between B-nodes, these links are

more reliable and less affected by node mobility.

The average throughput does not decrease much

as the mobility increases. When the maximum

node speed is 30 m/s, the average throughput is
about 75% of the average throughput when max-

imum node speed is 5 m/s.

Fig. 6 reports the percentage of the first B-node
in the same grid as the source node for different

QoS requirement and mobility. B-nodes have lar-

ger bandwidth (5 Mbps) than general nodes (1

Mbps). So in most cases, the B-node in the same

grid can satisfy the QoS requirement of the source
Fig. 5. Average throughput vs. node speed.



Fig. 6. The percentage of finding B-node in the same grid for

different QoS.

Fig. 7. Average packet delay.
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node, and serve as the first B-node in the path. Fig.

6 shows that the percentage is very high. For QoS-

1 and QoS-2 traffics, the percentage is always
higher than 90%. For QoS-4 traffic, the percentage

is still higher than 80%. This means that the source

node only needs to flood the RR packet in a small

area to find the starting B-node. So the routing

overhead is greatly reduced.

Also we can see from Fig. 6, the percentage of

finding B-nodes in the same grid decreases as the

required bandwidth increases. The percentage of
QoS-1 is higher than the percentage of QoS-2,

which is higher than the percentage of QoS-4. For

all the three types of QoS traffics, the percentage

decreases slightly as the node mobility increases.

This is because when node moves fast, B-nodes are
more likely to move out of current grid, which

causes no B-node in the current grid for a short

time (before the new B-node is elected).

5.2. Performance comparison with AODV

The following set of experiments is to compare

the performance of the QoS routing protocol with

best effort AODV routing protocol. AODV [17] is

an on-demand routing protocol that uses flooding

to discover route. We choose AODV as the rout-
ing protocol for comparison because AODV has a

similar route discovery mechanism as the QoS

routing protocol.
First we measure the average packet delay for

both AODV and the QoS routing protocol. In the

simulation, the QoS traffic is a mixture of three

types of QoS traffics: QoS-1, QoS-2 and QoS-4.

The source–destination pair randomly determines

its QoS type with equal probability. Fig. 7 presents
the average packet delay for the two routing pro-

tocols under different network load. The network

traffic load is varied by changing the number of

CBR sessions generated during the simulation.

The packet delay also depends on the node moving

speed. In the test, the maximum node speed is set

as 15 m/s for both routing protocols.

When the traffic is light, e.g., number of trans-
mitted packets is less than 6 · 103, the packet delay
is very close for AODV and the QoS routing

protocol. The QoS routing protocol performs

much better than AODV when the traffic gets

heavy. As the network traffic becomes heavy, the

average packet delay of AODV increases very fast,

reaching over 500 ms when the network load is 104

packets. While the packet delay of the QoS routing
protocol does not increase much, only about 200

ms under the same network load. This is because

for the best effort AODV routing protocol, one

source–destination pair usually uses only one ac-

tive route for all the packet flows. And when the

network traffic is heavy, this single route becomes

heavily loaded, causing packets to be delayed or

dropped, and hence increases the packet delay a
lot. On the other hand, the QoS routing protocol
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tries to find and use routes satisfying bandwidth

constraints for different flows, even between the

same pair of source and destination. So when a

particular route does not have enough bandwidth,

a new route is discovered. Thus, the network load

is balanced among different routes by the QoS
routing protocol. And the average packet delay

increases slowly when the network load increases.

We also compare the throughput of AODV and

the QoS routing protocol under different network

traffic load. Node mobility also affects the

throughput. Fig. 8 reports the packet throughputs

of the two routing protocols for two different

maximum node speeds: 5 and 20 m/s.
We observe from Fig. 8, under light traffic load,

the throughputs are close for AODV and the QoS

routing protocol. The advantage of QoS routing

protocol becomes apparent when traffic becomes

heavy. For example, when the network load is 104

packets, the number of received packet for the

QoS routing protocol is 9 · 103, while the number

for AODV is only about 6.5 · 103. This is because
of the same reason for the difference in packet

delay. The QoS routing protocol distributes traffic

load over different routes. So the throughput of the

QoS routing protocol does not decrease much as

the network load becomes heavy. While the best

effort AODV only uses one route for multiple

flows, and as the network load getting heavy, the

throughput drops significantly. Also, from Fig. 8,
Fig. 8. Comparison of throughputs.
we can see that the throughput decreases as the

node mobility increases for both routing protocols.

This is because larger node mobility causes more

broken links, and more packets dropped.

From Fig. 8, we also find out that the

throughput performance for the QoS routing
protocol at maximum mobility of 20 m/s is better

than AODV at maximum mobility of 5 m/s. This

demonstrates the good performance of the QoS

routing protocol.

The above simulations demonstrate that the

QoS routing protocol has better performance than

AODV, especially when the network traffic load is

heavy. The QoS routing protocol builds different
QoS routes for different flows, even between the

same source and destination. Packets transmitted

on QoS routes are guaranteed of bandwidth. When

an area of the network is congested, the QoS

routing protocol will find a new route to go around

the area, and balance the load in the network.

For real-time multimedia traffic (like audio,

video), we can expect that the QoS routing pro-
tocol will perform much better than the best effort

routing protocols. Because the best effort routing

protocols do not provide any QoS guarantee,

many flows will be blocked due to insufficient

bandwidth, and causes severe performance degra-

dation. This will be our future work. In next sec-

tion, we will show that the probability of having

one B-node in each grid is very large.
6. The probability of having B-node in one grid

To ensure the QoS routing protocol work well,

an important aspect is to have at least one B-node
in each grid. If there is no B-node in one grid, then

more flooding is needed and it will cause larger
routing overhead.

We divide the routing area into several small

squares––grids. Let F be the set of all grids. The

Vapnik–Chervonenkis dimension of F is 3. And we

will use the following VC-dimension Theorem to

obtain the probability of one grid having a B-node.

Theorem 1 (The Vapnik–Chervonenkis Theo-
rem). If F is a set of finite VC-dimension
VC� dðF Þ, and fXig is a sequence of i.i.d. random
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variables with common probability distribution P ,
and denote E as a element of F , E 2 F , then for
every e; d > 0, we have

P sup
E2F

1

n

Xn
i¼1

IðXi 2 EÞ
�����
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�����6 e
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> 1� d

when
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:

Assume the nodes are uniformly randomly dis-

tributed in the routing area. Then we can use uni-

form convergence in the weak law of large

numbers. Assume there are a2 grids in the routing

area. And there are totally n B-nodes. Then we

have, PðEÞ¼ probability (having a B-node in one

grid)¼ n=a2. We choose eðnÞ ¼ dðnÞ ¼ 20� log n=n.
Denote n1 ¼maxðð8�VC� dðF ÞÞ= eÞ log16e=e

¼ ð24=eÞ log16e=d, and n2 ¼ ð4=eÞ log2=d. We plot

the curve of n, n1 and n2 in Fig. 9. And we can see

from Fig. 9, n is larger than both n1 and n2 when n
is larger than 10. Which means n>maxfðð8�
VC� dðF ÞÞ=eÞ log16e=e; ð4=eÞ log2=dg is satisfied

when n> 10. So we have when n> 10,

P sup
E2F

1

n

Xn
i¼1

IðXi 2 EÞ
�����

 
� P ðEÞ

�����6 e

!
> 1� d;

i.e.,
Fig. 9. The curve of n, n1 and n2.
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Recall that we choose eðnÞ ¼ dðnÞ ¼ 20�
log n=n. If the number of B-nodes n is around a2––
the number of grids, we assume n ¼ a2 for sim-

plicity, then we can plot the curve of

n0 ¼ nðn=a2 � eÞ ¼ nð1� 20 log n=nÞ in Fig. 10(a).
And the curve shows that n0 is always larger than 1

when n is larger than 40.

We also plot the curve of 1� d in Fig. 10(b). As

we can see that 1� d is always greater than zero
Fig. 10. (a) The curve of n0. (b) The curve of (1� d)––the lower
bound of having B-node in a grid.



Fig. 11. The probability of having no B-nodes vs. the number

of total B-nodes.
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when n is larger than 25, and it is greater than 0.5

when n is larger than 40. The value of 1� d goes to
1 as n increases. This can easily be verified from

1� dðnÞ ¼ 1� 20 log n=n ! 1 as n ! 1.

So we have the following proposition.

Proposition 1. When the number of B-nodes n is
equal to or larger than the number of grids a2, and
a2 is greater than 40, the probability of having at
least one B-node in each grid is larger than
1� 20 log n=n. And this probability goes to 1 as
n ! 1, i.e., when n is sufficient large, each grid will
have at least one B-node with very high probability.

Proof. The proof follows from the above discus-

sion. h

We also use simulations to measure the proba-

bility of having no B-node in a grid. The simula-

tions are run with two different setting. One

routing area has 16 grids and the other has 25

grids. We measure the probability in the following
way. We record the time tj of each grid j having no

B-node during the whole simulation process. Then

we add all the tj together, and divided by the

product of number of grids and the simulation

time, i.e., P ðno B-nodeÞ ¼
P

tj=ða2T Þ, where a2 is

the number of grids, and T is the simulation time.

And we measure the chance of having no B-node
in a grid when the number of B-nodes varies from
a2 (the number of grids) to 2:5a2.

The test results are given in Fig. 11. The maxi-

mum node speed is set as 15 m/s. And the pause

time is set to 0, which means the nodes continu-

ously move during the simulation. In Fig. 11, the

top curve is the probability of having no B-nodes
in a grid for the 16-grid case, and the bottom curve

is for the 25-grid case. The Figure shows when the
number of B-nodes is in proportional to the

number of grids, the network with larger number

of grids has smaller probability of no B-node in a

grid. This is because larger number of grids means

larger number of B-nodes in the entire routing

area. This is why the curve of 16 grids in on top of

the curve of the 25 grids. Also from Fig. 11, the

probability of having no B-node in one grid de-
creases when the total number of B-nodes in-

creases. When the total number of B-nodes is
larger than 2.5 times the number of grids, the

probability of no B-node is very low, lower than

0.05. This means with a very high probability,

there is a B-node in each grid.
7. Conclusions

In this paper, we propose a new QoS routing

protocol that contains bandwidth calculation and

slot reservation for mobile ad hoc networks. The

QoS routing protocol takes advantage of the dif-

ferent transmission capability of multi-class nodes.

Most of the links of the QoS route are among B-
nodes, which have large bandwidth and large

transmission range. Large bandwidth greatly in-
creases the chance to meet the QoS requirement.

And large transmission range reduces the number

of hops in the route, and thus reduces the routing

overhead. The QoS routing protocol has very large

chance to setup QoS routes successfully. In the

performance experiments, traffic flows with differ-

ent QoS types are considered. Simulation results

show the performance advantage of the QoS
routing protocol. We also compare the perfor-

mance of the QoS routing protocol with a popular

routing protocol––AODV. Our simulation tests

show that the QoS routing protocol works better

than AODV. The QoS routing protocol balances

load among different routes and it has lower
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packet delay and higher throughput than AODV.

By using VC-dimension theorem, we show that the

probability of having one B-node in each grid is

large, given a reasonable number of B-nodes. We

also demonstrate it by our simulations.
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