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Abstract:

Emotion is one of the very few words in the English language that do not have a concrete
definition and it is understandable. It is abstract. Yet almost every decision we have ever
made in our lives is driven by emotion. Marketing research has proven that predicting
sentiments correctly can be a huge source of growth for businesses and that’s what we will
be working on today — Reading Emotions. The facial expressions for Happiness, Sadness,
anger, Surprise, fear, and disgust are the same across cultures.

Automatic emotion recognition based on facial expression is an interesting research field,
which has presented and applied in several areas such as safety, health and in human
machine interfaces. Researchers in this field are interested in developing techniques to
interpret, code facial expressions, and extract these features to have a better prediction by
computer. With the remarkable success of deep learning, the different types of
architectures of this technique are exploited to achieve a better performance. The purpose
of this paper is to make a study on automatic facial emotion recognition FER via deep
learning.

Introduction:

Human facial expressions communicate a lot about their behavior and their interest in the
products and services. Emotion is a powerful feeling that connects one human to other.
Probably that's a reason why humans like to express their feelings through emotions.
Human emotions are mainly listed into 6 types-Anger, Joy, Love, Sadness, Fear, and
Surprise. In this technology era, everything that is unimaginable is possible. That goes with
leveraging human emotions with the use of technology for learning about the industry
end-customers responses, demands, and needs. Since a lot of businesses and industries
come across threat barriers, safety and protection remain a matter of worry which now can
be recognized and identified with the potential of technologies. Automatic emotion
recognition powered by Machine learning that takes up the human facial expressions for
dealing with multiple things is getting rushed in multiple industries such as safety, health,
and human-machine interface.

In this project we are going to classify different expressions of faces and implementing
them on real time streaming data. This Can be utilized in various industries like Gaming,
Market Research, Analyze the emotions of job candidates in online interview.
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Related Work:

Here is some related literature on this topic.

Emotion Recognition Based on Facial Expressions: The process of human communication
is inextricably linked to the fluctuation of various emotions. When people are experiencing
basic emotions, their faces will display a variety of expression patterns, each with its own
set of characteristics and distribution scale. Facial expression recognition is a crucial part of
human-computer interaction that allows computers to understand facial expressions
based on human thinking. According to the processing of facial expression recognition
process can be divided into three important face detection, feature extraction and
classification module, face detection as the key technology of face recognition (Adjabi et
al., 2020; Zhang et al., 2021) with its rapid development has basic mature, which can
effectively extracted from the original face image of excellent characteristics and the
characteristics of correct classification becomes key factor affecting the recognition result. For
example, Gao and Ma (2020) obtained facial expression attributes from facial images to predict
emotional states according to facial expression changes.

Emotion Recognition Based on Physiological Signals: The basis of emotion recognition basedon
physiological signalsis that humans will produce different responses under different stimuli. For
example, physiological signals such as brain electricity, electrocardiogram, pulse, and skin
electrical response can all reflect emotions. Momennezhad (2018) used EEG signals for emotion
recognition, extracting features from the time domain and frequency domain of EEG signals.
Although the changes of physiological signals are not controlled by humans, they can most
objectively reflect human emotional conditions.

Emotion Recognition Based on Gestures: People will involuntarily undergo some posture
changes in different environmental states and moods, and judge human emotions based on
physical information such as the time and frequency of these posture changes, according to
gesture-based emotion recognition. Ajili et al. (2019) used human movement analysis to identify
motion, then evaluated and evaluated the emotions expressed by human motion posture.
However, the single use of human gestures for emotion recognition has certain limitations
because many gestures do not have emotional significance or the same gestures have different
emotional meanings in different background environments, so human gestures are usually
different from others. The modalities (such as expressions, speech, etc.) are combined for
emotion recognition. Expressions are the most intuitive way to convey emotions among several
ways to express human emotion information, such as facial expressions, voices, physiological
signals, and gestures, and expression information is relatively easy to obtain in most
environments, so | use them. Human emotional states are studied using facial expressions as
objects.
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Methodology:

The data set used for training is the Kaggle FER2013 emotion. The data consists of 48x48 pixel
grayscale images of faces. The faces have been automatically registered so that the face is
centered and occupies about the same amount of space in each image. The task is to categorize
each face based on the emotion shown in the facial expression in to one of seven categories
(0=Angry, 1=Disgust, 2=Fear, 3=Happy, 4=Sad, 5=Surprise, 6=Neutral).

Dataset Challenges

= |mbalance: Imbalance is when one class has many more images than another class. This
results in the model being biased towards one class. For example, if there are 2000 images
for the happy expression and 500 images for the fear expression, then the model will be
biased towards the happy expression. Data augmentation is done to avoid this problem.
Data augmentationincreases the amount of data using techniques like cropping, padding,
and horizontal flipping.

* Intra-class variation: Some images in the dataset are not human faces as there are
drawings and animated faces. Model performance will be better if all images in the
dataset are human faces so other images should be removed.

=  Occlusion: Occlusion is when part of the image is covered. This can occur when a hand
covers a part of the face such as the right eye or nose. A person wearing sunglasses, ora
mask also creates occlusion. Eyes and noses have primary features which are important to
extract and recognize emotions. Thus, occluded images should be removed from the
dataset as the model cannot recognize emotions from these images

= Fer2013 is a challenging dataset. The images are not aligned and some of them are
incorrectly labeled as we can see from the following images. Moreover, some samples do
not contain faces.
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Models:

In this paper | have tried to build the model using deep learning. | started with a baseline CNN
model and gradually improved the model with different parameters also used transfer learning to
achieve best results.

Proposed 4 models based on CNN

Input

Imgge Softmax

/ / Pooling

Pooling
-
Full
P Convolution
// " Convolution+Relu
Convolution+Relu Full Convolution +Relu
A generic CNN Architecture.

Proposed Models Model Archietecture
Model 1 4-layer model using relu and softmax
Model 2 6-layer CNN model of tanh, MaxPooling2D, and softmax
Model 3 6-layer CNN model of tanh, MaxPooling2D, and softmax, normalized data, batch-size = 10 early callback
Model 4 Added one more tanh layer to last model 3

Below Two models have been Implemented using Transfer learning for getting best results:

Proposed Models Model Archietecture

Model 5 VGG16 with 2 tanh layers and softmax output layer

Model 6 VGG19 with 2 tanh layers and softmax output layer

@Smriti Roy Page 5 of 12




VGG16

Results:
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1
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We will not test or visualize these results because this is our base case (the accuracy is bad)
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Discussion:

Model 5 (VGG16 with 2 tanh layers and softmax output layer) with Fl-score = 0.88 gave best
results among all the models. Our model is very good for predicting happy and neutral faces.
However, it predicts quite poorly sad faces because it confuses them with fear and surprised
faces. With more research and more resources this model could certainly be improved

Model epochs |validation accuracy

1 15 0.09

Model epochs |f1 precision recall

2 100 0.448027843| 0.582199014| 0.437799

Model epochs |Batch_size f1 precision |[recall

3 35 10| 0.783531328| 0.790505| 0.78708134

4 35 10| 0.779251015| 0.779386 0.784689
Transfer Learning (VGG16) |5 15 10| 0.878162934| 0.886815| 0.87799043
Transfer Learning (VGG19) |6 15 10| 0.780245691| 0.831804| 0.784689

Adding another dense layer or changing some parameter with more epochs we can achieve more
accuracy in our model. Facial emotion recognition is an emerging field so considering other
Neural Networks such may improve the accuracy. The feature extraction is like pattern
recognition which is used in intelligence, military, and forensics for identification purposes. Thus,
techniques such as the Capsnet algorithm for pattern recognition can be considered. Deep
Learning based approaches require a large, labeled dataset, significant memory and long training
and testing times which makes them difficult to implement on mobile and other platforms with
limited resources. Thus, simple solutions should be developed with lower data and memory
requirements
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